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Abstract—We consider a regularization of the Lagrange multiplier rule (LMR) in the nondif-
ferential form in a convex constrained optimization problem with an operator equality constraint
in a Hilbert space and a finite number of functional inequality constraints. The objective
functional of the problem is assumed to be strongly convex, and the convex closed set of its
admissible elements also belongs to a Hilbert space. The constraints of the problem contain
additively included parameters, which enables using the so-called perturbation method to
study it. The main purpose of the regularized LMR is the stable generation of generalized
minimizing sequences (GMSs), which approximate the exact solution of the problem using
extremals of the regular Lagrange functional. The regularized LMR itself can be interpreted
as a GMS-generating (regularizing) operator, which assigns to each set of input data of the
constrained optimization problem the extremal of its corresponding regular Lagrange functional,
in which the dual variable is generated following one or another procedure for stabilizing the
dual problem. The main attention is paid to (1) studying the connection between the dual
regularization procedure and the subdifferential properties of the value function of the original
problem; (2) proving the convergence of this procedure in the case of solvability of the dual
problem; (3) an appropriate update of the regularized LMR; (4) obtaining the classical LMR
as a limiting version of its regularized analog.
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