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ON THE WEIGHTED TRIGONOMETRIC BOJANOV-CHEBYSHEV
EXTREMAL PROBLEM!

Béla Nagy and Szilard Gy. Révész

We investigate the weighted Bojanov-Chebyshev extremal problem for trigonometric polynomials, that
is, the minimax problem of minimizing ||T||.,c(T), Where w is a sufficiently nonvanishing, upper bounded,
nonnegative weight function, the norm is the corresponding weighted maximum norm on the torus T, and T is
a trigonometric polynomial with prescribed multiplicities v1,...,vn of root factors |sin(w(t — 2z;))|*7. If the v;
are natural numbers and their sum is even, then 7 is indeed a trigonometric polynomial and the case when all
the v; are 1 covers the Chebyshev extremal problem. Our result will be more general, allowing, in particular, so-
called generalized trigonometric polynomials. To reach our goal, we invoke Fenton’s sum of translates method.
However, altering from the earlier described cases without weight or on the interval, here we find different
situations, and can state less about the solutions.

Keywords: minimax and maximin problems, kernel function, sum of translates function, vector of local
maxima, equioscillation, majorization.

B.Haap, C. 1. Peec. O BeCOBOI1 TPUIOHOMETPUIECKOM SKCTPEeMaJIbHOM 3amauye Bosnosa — He-
OblIeBa.

Wccnemyercst BecoBasi SKCTpeMaJibHast 3aja4da BosiHoBa — YebbleBa [jisi TPUTOHOMETPHUYECKUX TOJTMHOMOB,
T.e. MUHUMaKcHaaA 3ajgada muHnMusarun || T'||,,c(r), B KOTOpO# w — JOCTATOMHO HEHyJIeBas OTPaHHIeHHAT
CBepXy HEOTpHUIATEIbHAs BeCOBas (PyHKIUs, B KAYECTBE HOPMbI PACCMOTPEHA COOTBETCTBYIOIIAS B3BEIICHHAS
MakcuMasibHas HopMma Ha Tope T, u T' — TPUrOHOMETPUYIECKHI IIOJIMHOM C 3aJaHHBIMU KPATHOCTSIME V1, . . ., Un
KOPHEBBIX MHOXKUTeNe€H |sin(m(t—z;))|"s . Ecin v; — HarypasibHble 4ucia ¢ 4eTHOM cyMMoii, To T’ aeficTBuTe b-
HO fIBJISIETCSl TPUTOHOMETPUYECKHUM MOJTMHOMOM, M CITydai, KOT/Jla BCe Vj PaBHBI 1, OXBATBIBAET SKCTPEMATbHYTO
3aga4dy YebbimieBa. Harn pesynbrar O6yzger 6osiee OOIIUM, JOMYCKAOIIMM, B YACTHOCTH, TaK Ha3blBaeMble 0000-
[EHHbIE TPUTOHOMETPUYECKHUE MOJUHOMBIL. JIJIs1 JOCTHUXKEHUsI 9TOM IesIM MCHOJIb3yeTCsl METON CYMMBI CABHUIOB
®enrona. OgHaKO, B OTIIMYME OT PaHee OMMCAHHBIX CIydaeB 6e3 Beca WJIM Ha IPOMEXKYTKE, 3/1eCh PACCMOTPEHDI
APYyTHE CUTYaIluy, & O PEIICHUsIX MOJYyIeHO MeHbIe nHMOPMAaIUH.
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1. Introduction

In this paper our aim is to solve the Bojanov—Chebyshev extremal problem in the setting of
weighted trigonometric polynomials. As in our earlier papers on related subjects, our approach is
the so-called “sum of translates method” of Fenton, what he introduced in [11]. However, here we
do not develop the whole theory for two reasons: first, in the periodic, i.e., torus setup, in [6] we
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have already developed much of what is possible, and second, much of what we could find useful
here, is simply not holding true. In this regard, our Example 22 is an important part of the study,
showing the limits of any proof in this generality.

The analogous problems for the unweighted periodic case and the weighted and unweighted
algebraic polynomial cases on the interval were already solved in 6] and in [8] and [10]. The results
available to date do not imply, not in a direct and easy way, the corresponding result to the weighted
trigonometric polynomial Bojanov—Chebyshev problem. In fact, some of them simply does not
remain valid. So, the weighted trigonometric polynomial case poses new challenges and requires a
careful adaptation of our methods, with an avoidance of certain obstacles — for example a bagatelle-
looking, but in fact serious dimensionality obstacle in the way of proving a homeomorphism theorem,
analogous to the earlier cases — and recombining our existing knowledge about the torus setup with
all what can be saved and reused from the interval case. So, we heavily rely on all our earlier papers
[6-10] on the subject, while these in themselves will not suffice to reach our goals. We will still need
to devise new proofs or at least new versions for various existing arguments.

We note that proving minimax- and equioscillation type results in certain contexts may be
attempted without rebuilding the whole theory, just by transferring some existing results of
an already better explored case to the new settings. This has already been done in [6] for
the (unweighted) algebraic polynomial case of the interval, deriving it from the (unweighted)
trigonometric polynomial case, explored in the major part of [6]. However, the transference was
not easy and broke down for general weights (even if for even weights it seemed working). Similarly,
in “On the weighted Bojanov—Chebyshev problem on an infinite interval” (manuscript) Tatiana
Nikiforova succeded in transferring certain results to the real line and semiaxis cases from the
interval case? unresolved some of the related and still interesting questions. However, in both cases
we can expect a more detailed and complete picture when we take the time to build up the method
and explore the full strength of it right in the given context. Therefore, we did not settle with
the results which could be transferred from [6], but worked out the interval case fully in [7-9]; we
also think that it would be worthwhile to do so in the cases of the real line and the semiaxis. In
particular, the relevant variant of the homeomorphism theorem is missed very much for the real
line and the semiaxis. However, as already said and as will be explained in due course later, in the
current setup that buildup does not seem to be possible, and we must be satisfied by a combination
of transferred results and ad hoc arguments.

From our point of view, however, the weighted trigonometric polynomial Bojanov—Chebyshev
problem is not a main goal, but more of an application, which testifies the strength of the method. We
try to work in a rather general framework, and prove more general results than that. In particular,
the results will be valid also for generalized trigonometric polynomials (GTPs), which are introduced,
e.g., in [4] Chapter A4 as follows. Let

T = U Tny, Tn:= {T(z,t) = ¢ H |sinm(t — 2;)|"7 : ¢o >0,

n=1 j=1 (1)
vi>00G=1,...,n), z=(21,...,2n) G(C”}.

By periodicity one can assume 0 < Rz; < 1, and in the below extremal problems it is obvious that
replacing Jtz; for z; can only decrease the quantity to be minimized, so that we will assume that all
the z;’s are real. However, fixing the ordering of z; (or Rz;) has a role, with different fixed orderings
posing separate extremal problems, and the ordering-specific solution being much stronger, than
just a “global” minimization. As this issue has already been discussed in [6] and [§], e.g., we leave
the details to the reader simply addressing the order-specific, stronger question here. One particular
result ahead of us will be the following.

2The results were presented at the International S.B.Stechkin’s Workshop-Conference on Function
Theory (2022, 2023).
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Theorem 1. Letn € N and vy,...,v, > 0 be given. Put v := (v1,...,Vy).

Further, let w : R — [0,00) be an upper bounded, nonnegative, 1-periodic weight function,
attaining positive values at more than n points of T := R/Z.

Denote the weighted sup norm by ||.||w and consider the minimaz problem

M := M(w,v) := inf {HT(Z, Mw = T(z;t) = H Isinm(t — 2;)|"7 € Ty,
j=1

Jee[0,1) such that ¢ <Rz <--- <Rz, <c+ 1}.
Then there exists a minimaz point z° = (27,...,z;) € T™ with the prescribed cyclic ordering of

the nodes, satisfying |T(z*,.)||w = M(w,v).
Moreover, all z}s are distinct and real, and their cyclic ordering is strict in the sense that there

erists ¢ € R such that ¢ < zf < -+ < 2% < ¢+ 1 (as in the prescribed order, but with strict
inequalities).

Furthermore, this extremal point has the equioscillation property, that is, max{T'(z*,t) : 2] <
t<z}=-=max{T(z"t): 2} <t <z} = =max{T(z",t): 2z, <t<z{+1} = M(w,v).

The occurrence of ¢ in the description is another simple-looking, yet important difference between
the interval and torus setup. Basically, we fix here the ordering of nodes 2} only cyclically, that is, as
they follow each other when one covers the circle once, moving continuously from some appropriate
¢ € T in the positive (counter-clockwise) orientation until return.

2. Basics for the Bojanov—Chebyshev problem

2.1. Trigonometric polynomials and generalized trigonometric polynomials

It is well known that (real) trigonometric polynomials can be factorized as follows. Let

n
T(t) :==ap+ Z a;sin(2m jt) 4 bjcos(2mjt)
j=1

be a (real) trigonometric polynomial (ag, a1, by, az,b, ..., an,b, € R, a2 +b2 # 0) of degree n (with
period 1). Then (see, e.g., [4] p. 10) there exist uniquely ¢y € R, ¢y # 0, 21,..., 22, € C such that
nonreal z;’s occur in conjugate pairs and

This explains that GTPs are indeed generalizations of trigonometric polynomials?.
By taking logarithm of a generalized trigonometric polynomial (1), we have

log |T(t)| = log |co| + Y vjlog | sin(m(t — 2;))|.
j=1

In this work we assume for normalization that our trigonometric polynomial or GTP is monic, i.e.,
the “leading coefficient” is ¢y = 1. However, we consider weights, which are fixed, but can as well
be constants, so that the weighted norm can incorporate any other prescribed leading coefficient

3The somewhat curious fact is that root factorization of trigonometric polynomials relies on pairs of
factors of the form sin(w (¢ — z;)), where one such factor in itself is not a trigonometric polynomial (as it is
only antiperiodic, but not periodic by 1). Considering general products of root factors thus leads to GTPs.
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as well. Obviously, the weighted minimax problem is equivalent to minimizing log ||T(z, )|, =
supplogw(t) + >0 vjlog|sin(m(t — z;))|. This reformulation leads to considering sums (and
positive linear combinations) of translated copies of the basic “kernel function” log | sin(7t)|, instead
of products of root factors. That reformulation, so standard in logarithmic potential theory, will be
the starting point of our presentation of the Fenton method for the current setup.

2.2. Basics of Fenton’s sum of translates approach

In this subsection we present the by now standard notations and terminology how we use
Fenton’s method. There is particular need for this clarification because we will use it in two setups,
needing it for the torus T, but also time to time referring to and invoking into our arguments
corresponding results for the interval case. Here we start with notations and terminologies which
can be equally interpreted for the torus and real line case, so with a slight abuse of notation we do
not distinguish between them.

However, in the next subsection we set a separated terminology with quantities for the periodic
case denoted by a star, because in these notions there are some essential alterations. With this long,
and sometimes doubled list of definitions, notions and terminology, these paragraphs will be boring
and longish, but in later sections we will need it for precise references. Note that in most of our
definitions we will not assume that the considered functions and setups were periodic, and handle
the periodic cases only as special cases, especially pointing out the periodicity assumption.

A function K : (—1,0) U (0,1) — R is called a kernel function if it is concave on (—1,0) and on
(0,1), and if it satisfies

lim K (t) = lim K (¢).

t}0 10
By the concavity assumption these limits exist, and a kernel function has one-sided limits also at
—1 and 1. We set

K(0):=1lmK(t), K(-1):=lim K(t) and K(1):=1limK(¢).
t—0 t)—1 i1
We note explicitly that we thus obtain the extended continuous function K: [-1,1] - RU{—o00} =:
R, and that we have sup K < oco. Also note that a kernel function is almost everywhere differentiable.
A kernel function K is called singular if

K(0) = —o0. (00)

We say that the kernel function K is strictly concave if it is strictly concave on both of the
intervals (—1,0) and (0, 1).
In this paper we consider only systems of kernels which are constant multiples of each other,
ie.,
Kj(t) = v K(t)
for some vy, ...,v, > 0 and some kernel function K (t).

The condition
K'(t)—K'(t—1)>c forae. te€]0,1], (PM,)

was called “periodized c-monotonicity” in [9] and [8]. The particular case ¢ = 0 deserves special
attention. Then we have
K'(t)—K'(t—1)>0 forae.tel0,1]. (PMy)

Our main objective is the study of kernels which extend to R 1-periodically:
K(it—-1)=K(t), teR, (2)

but sometimes we will invoke more general, not necessarily periodic kernels, too. It is straightforward
that (2) implies (PMj).
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Note that the log-trigonometric kernel
K (t) := log | sin(mt)| (t e R),

which is in the focus of our analysis, is periodic (2), strictly concave and singular (oo) (and in
particular K (1) = K(—1) = —o0, too).

We will call a function J : R — R an external n-field function on R if it is 1-periodic, bounded
above and it assumes finite values at more than n different points from [0,1). Comparing this
definition with that of [8], we see that if J is an external n-field function on R, then J is an external
n-field function on [0,1]. In the opposite direction, if J is an external n-field function on [0, 1] and
J(0) = J(1), then it can be extended 1-periodically to R, to an external n-field function on R. We
use external n-field functions on R from now on and for simplicity, we call them field functions.
With a slight abuse of notation we will also consider them as external field functions on T := R/Z:
again, on T the defining properties are that J : T — R, J > —oo at more than n points of T, and
J is upper bounded.

For a field function J we define its singularity set and finiteness domain by
X:=X;:=J'{-00})N[0,1) and X°:=[0,1)\ X =J YR)N[0,1).
Then X¢ has cardinality exceeding n, in particular X # [0,1). Considering J as defined on T, we
can replace [0,1) with T in all the above.

Given n € N and n kernel functions K7, ..., K,, and an n-field function J, pure sum of translates
and sum of translates functions are defined as

Foor) = Y Ky (r—ay),
j=1

F(x,r):= J(r)+ f(x,7)

where r € R, and x = (x1,22,...,2,) € [0,1]"; or, analogously, we can define f(y,t) and F(y,t)
also fort e T, y € T".

2.3. Recollection of earlier results on the torus

Let us recall here two earlier results strongly relevant to our topic. Solving a conjecture of
Ambrus and Ball [1|, Hardin, Kendall and Saff proved in [13| the following minimax result on the
torus for a general kernel function.

Theorem 2 (Hardin, Kendall, Saff). Let K be any even (i.e. salisfying K(t) = K(—t)),
concave kernel function®. For any 0 = yo < 11 < ... < yp < 27 write y = (y1,...,yn) and
2 2
F(y,t) == K(t) + >0 K(t — y;). Let e == <n :1,..., n7—Ti—n1> (together with O the equidistant
node system in T).

4The formulation in [13] is somewhat different, but is equivalent to ours here. They talk about convex
kernel functions (as opposed to our concave kernels), which involves translating everything to the opposite,
including changing min to max and max to min. They normalize to [—m, 7] instead of [—1, 1], involving a
dilation by 7. Their choice is natural as they work with the arc or circular distance disty i.e. the minimal
length of an arc lying in T and connecting the given points of T; their K is defined as a function on this arc
distance. It follows that they need to define their kernel only on [0, 7], while for us representing the kernel on
[—1,1], we translate this setup to say that K is even. Now working on the torus and postulating concavity
except at 0 implies that the kernel must be concave even at 7w, and for an even periodic function this is
equivalent to say that it must be nondecreasing between [0, 7]. In [13], where K is defined only on [0, 7], it
was more natural to say that it is nondecreasing; for us it suffices to say that K is even and periodic, which
entails monotonicity.
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i) Then

inf sup F'(y,t) = sup F(e,t),
O=yo<y1<...<yn <27 teqlr) (y ) tQIT) ( )

i.e., the smallest supremum is attained at the equidistant configuration.

i) Furthermore, if K is strictly concave, then the smallest supremum is attained at the equidistant

configuration only.

This result was extended in [6] for different kernel functions as follows (see Theorem 1.3 there).

Theorem 3. Suppose the 2m-periodic functions Ko, Ki,..., K, : R — [—o0,+00) are strictly
concave on (0,2m) and either all are continuously differentiable on (0,27) or for each j = 0,1,...,n

lim Dy K;(t) =lim D_K,(t) = — lim D_K;(t) =lim D, K,(t) =
lim D K;(t) = lim D_K;(t) = —co, or lim D_K;(t) =1lim D, K;(t) = oo,
DK denoting the (everywhere existing) one sided derivatives of the function K;. For any 0 =
Yo < y1 < ... <yp <21 writey := (y1,...,Yyn) and F(y,t) := Ko(t) + Z?:l K;(t —y;). Then
there are wy, ..., wy, € (0,27) such that

M := inf sup F(y,t) = sup F(w,1),
yeT™ teT teT

and the following hold:

(a) The points 0,wi,...,w, are pairwise different and hence determine a permutation o :
{1,...;n} = {1,...,n} such that 0 < wy1) < We) < =+ < Wo(n) < 2. Denote by S
the set of points (y1,...,yn) € T" with 0 < yy1) < Yo(2) < *** < Yo(n) < 27. A pointy € S
together with yo := 0 determines n + 1 arcs on T, denote by I;(y) the one that starts at y;

and goes in the counterclockwise direction (j =0,1...,n). We have
sup F(w,t)=---= sup F(w,t),
tEIO(W) t€I7L(W)

for which we say that w is an equioscillation point.
(b) With the set S from (a) we have

inf max sup F(y,t) =M =sup min sup F(y,t).
yESJZO,...,TLtE]J_(y) yesjzo,...,n tel;(y)

(¢) For each x,y € S

‘min  sup F(x,t) < M < max sup F(y,t).
7=0m e 1 (x) I=0m e 1 (y)

This is called the Sandwich Property.

2.4. Differences between the torus and the interval setting

A useful step in several of our arguments—already in [6]-is the “cutting up” of the torus at an
arbitrary point ¢ € T. To formalize it, we introduce the mapping 7. : R — T, 7.(r) := {r+c} =r+c
mod 1. That constitutes a (multiple) covering mapping of T (hence in particular it is continuous),
and it is bijective on [0,1), so its inverse m; ! := (1)) : T — [0,1) is bijective, too. However,
in the inverse direction the mapping ceases to remain continuous: it is continuous at all t # ¢,t € T,
but at ¢ it has a jump.
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Cutting up is particularly useful when we want to prove local results like e.g. continuity of some
mappings at x € T". Choosing ¢ appropriately, node systems from T", subject to some ordering
restriction and close to x may correspond to node systems in [0,1)" admitting a specific ordering in
the interval. However, ordered node systems do not have a global match on T. We will detail this
phenomenon below.

In [6] we introduced, for any permutation o : {1,...,n} — {1,...,n}, the corresponding simplex
on [0,1] as
S[(Og,)l] = {1, ) €10,1]" 00 < zo) < Tpa) < - < Ty < 1} CR™

Its closure is
Sl = (@1, 2n) € [0,1)7 0 < @0y < Ty(z) < - < Ty < 1} CR™.

An essential difference between the torus and interval setup is that in [0, 1] we cannot perturb in
both directions the nodes lying at the endpoints: they can be moved only towards the interval center.
That restriction could be considered responsible for the need of some monotonicity assumption
about the kernels when proving minimax etc. results for the interval case. However, in the torus
a monotonicity assumption is in fact impossible: a periodic and monotone kernel function would
necessarily be constant. On the other hand we had already seen in [6] that perturbation of node
systems on the torus, in particular when we are free to decide about the direction of change of the
nodes, are very useful. As a consequence, we need to consider all node systems, which may arise
by means of such a perturbation, together. So, we need to consider the case, when a node passes
over () and reappears at 1, as the same ordering. In fact, that is very natural: on the torus there
is no strict ordering, but only an orientation, and the “order of nodes” can only be fixed as up to
rotation. This we may call cyclic ordering. In this sense we may write x1 < ... < z, if starting from
z1 € T and moving in the counterclockwise direction (that is, according to the positive orientation
of the circle), we pass the points in the order of their listing until after a full rotation we arrive at
the initial point x;. Similarly for the strict precedence notation z; < ... < x,. Correspondingly,
arcs are defined as the set of points between two endpoints: [a,b] :=={x € T : a < = < b} etc. Note
that for n = 2 1 < x9 and also x2 < x1 hold simultaneously for all points x1,2z9 € T, and that
cyclic ordering of n nodes is possible in (n — 1)! different ways®.

The “large simplex on the torus” and its closure is defined as

L:={(y,y2 - yn) €T": y1 <y2 < ... <yn(=y1)},
Z:: {(y17y27"'7yn) eT": Y1 '\<y2 < .. %yn(ﬁ yl)}

One may consider various permutations for the cyclic ordering, but by relabeling we will always
assume that the ordering is just this natural cyclic order.
Pulling back by any 7. ! coordinatewise we see that

0+, ife=1,...,n—j

: e (3)
l+j—n, fl=n—7+1,...,n.

~1(T —1a(7;) )
This decomposition is not disjoint, given that L is connected. Similarly, no representation of L by

disjoint S[(g )1] exists, as L is connected, too.

For x € §Eg, )1], we have defined the intervals

IO(X) = [vao(l)]a [j(x) = [xo(j)7xo(j+l)] (1 <j<n- 1)7 In(x) = [xo(n)7 1]7

5The number of all permutations is n!, but on the torus n orderings become equivalent. Arguing differently,
in a cyclic ordering we can characterize the ordering by the order how other elements follow in the positive
(counterclockwise) direction after the first node. Thus the cyclic orderings can be uniquely characterised by
the (n — 1)! permutations describing the possible orderings of the remaining (n — 1) points.
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and the corresponding “interval maxima” (in fact, supremums, not maximums) as
mj(x) :=sup{F(x,t) : telj(x)}, j=0,1,...,n.
Analogously, for an arbitrary y € L we define

'\<yj+l}7 j:1727’”7n_17

and the corresponding “arc maximums”

mj(y) =sup{F(y,t): t€ [ (y)}, j=12,....n

The correspondence between I;(y) and I;(x), and also between mj(y) and m;(x), can be
described easily. Fix ¢ € T arbitrarily and let y € L. Then 7 (y1),...,7. *(y,) € [0,1), moreover,
setting x; := 7, (y;), the coordinates of the vector x = (x1,...,2,) € R" follow according to

the cyclic ordering of the coordinates of y, that is, if y; < ¢ < yj41, then x € gfgjl)]. Extending

the definition of 7. and its inverse to vectors, we may write 7. !(y) = x € gfgjl)]. Then we find

Te(Ix(x)) = me([Zo; (k) To(4)]) = Li(y) for k= 1,...,n — 1, while 7(Io(x) U In(x)) = I;(y).

Accordingly, the interval and arc maxima correspond to each other as follows.
my(y) =mi(x) (1<k<n—1), my(y) = max(mo(x),mn(x)). (4)

Note that this representation does depend on the ordering of the zy, because Io(x) = [0,z (1)] =
[0, 75 (yj41)] = 72 (e, yj41]), and In(x) = 26,y 1] = (70 (y5), 1] = 72 ([y;, o))
In [7;8;10] we have already investigated the following minimax and maximin problems on the
interval [0, 1].
m(x) = max mj(x) =sup{F(x,7): r€[0,1]}, m(x):= gllin mj(x),
j=0,1,...n j=0,1,....n
M(g[o,l]) = inf{m(x): x € E[OJ}}, m(g[oﬂ) :=sup{m(x): x € E[OJ}}.

The analogous quantities on the torus are

m*(y) == max mj(y) =sup{F(y,t): t€ T}, m'(y):= min mj(y),

]—17...771 ]:17...771

M*(L) :=inf{m*(y): y € L}, m*(L):= sup{m*(y): y € L}.
Note that m} (7.(x)) = max (m,(x), mo(x)),
m (e (%)) = m(x), ()
and in view of (3) we also have® M*(L) = minj_ _, M (E(Jj )). However, there is no similar easy

formula for m*(L).

3. Continuity results

In this section, we collect the continuity properties of maximum functions. First, we recall
Lemma 3.3 from [10]:

Lemma 4. Letn e N, v; >0 (j=1,...,n), let J be an n-field function on [0,1], and let K be
a kernel function on [—1,1].
Then m : [0,1]" — R is continuous.

6In fact, this formula provides an alternative way to prove Theorem 14, but not of Theorem 15, so we
have decided to follow the forthcoming approach.
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From this we easily deduce the following.

Proposition 5. Letn € N, v; >0 (j=1,...,n), let J be a field function and let K be a kernel
function.
Then m* : T" — R is continuous.

Proof. Let a € T" a = (ai,...,a,) be fixed and ¢ € T\ {ay,...,a,}. We show that m* is
continuous in a small neighborhood of a. Let g < minj—; __, distr (¢, a;). We pull back y to [0,1]"
coordinatewise: z; := m,1(y;), j = 1,...,n. Then z; € (0,1) and z; = x;(y;) is continuous (since
distr (yj,a;) < &, and 7, ! is continuous save at ¢), so x := x(y) := 7 !(y) is changing continuously
in the given neighborhood of a. We may write that F(y,t) = F(m.(x(y)), 7c(r)) where 7 (r) =t
and after simplifying the notation, we simply write F(y,t) = F(x(y),r), with ¢t € T corresponding
tor:=m_1(t) €0,1).

Therefore, with (5), we see that m*(y) = m(x(y)).

The continuity of ™ at a follows from the continuity of x(y) at a and the continuity of m at x,
the latter coming from Lemma 4. O

*

J in some important cases.

We show continuity of the arc maxima functions m
Proposition 6. Letn € N and k € {1,2,...,n} be fized and let K1, ..., K, be arbitrary kernel
functions.

(a) Suppose that J is an arbitrary n-field function and all K;, j = 1,2,...,n satisfy (00). Then
my, s extended continuous on L.

(b) Suppose that J is an extended continuous field function. Then mj is extended continuous
on L.

(c) If J is an upper semicontinuous n-field function, then mj, is upper semicontinuous on L.

Proof. To see (a), let a € L be fixed. If I} (a) # T, then let ¢ € T\ I}(a), ¢ € {a1,...,a,}.
Then there is a j € {0,1,...,n— 1} (see (3)) such that 7, 1(a) € gf(iji)]. Moreover, 0 < . !(a1),...,
7 an) < 1.

So, with (4) we can write mj(y) = my(x) when y € L is close to a and x = 7, }(y), x € gfgfl)}.
Since ;1 : L — E[OJ} is continuous near a, and by Lemma 3.1 from [10], m; : g[o,l] — R is
continuous, we obtain the assertion of this part.

If I} (a) = T, then we follow the same steps with ¢ € T\ {ax}, but the arc I}/(a) —and all arcs
I} (y) with y close to a— necessarily split into two intervals via . 1(-), so we use the second half
of (4), and we get mj}(y) = max (mg(x),m,(x)) when y € L is close to a. Continuing with the
same steps, we obtain the assertion.

The proof of (b) is straightforward.

The proof of (c) follows the same steps as that of (a), using Proposition 3.6 (a) from [10] and
that the maximum of two upper semicontinuous function is again upper semicontinuous. O

Example 7. If J is not continuous, and K; does not satisfy (co) then m is not continuous on L.
To see this, take y* € T, where J is not continuous: we may assume y* = 1/2. Let n = 2 and
consider x = (z,z) where z ~ 1/2. Then mj(x) = suppx () F'(x,-) = F(x,z) = J(z) + 2K(0) and
mi((1/2,1/2)) = F((1/2,1/2),1/2) = J(1/2) + 2K (0). Hence mj(-) is not continuous at (1/2,1/2).

Let us remark the Berge proved a maximum theorem about partial maxima of bivariate
functions, see, e.g., [2|, but that result is not applicable here since his approach requires bivariate
continuity. In our case, J may be discontinuous, and continuity of m; or m is thus nontrivial.
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4. Perturbation lemmas

The first perturbation lemma describes the behavior of sum of translates functions when two
nodes are pulled apart. It appeared in several forms, e.g., in [6] (see Lemma 11.5), [14], Lemma 10
on p. 1069, or [8], Lemma 3.1. A similar form can be found in [11] (see around formula (15) too).

Lemma 8 (Perturbation lemma). Let K be a kernel function which is periodic (2). Let 0 <
a<a<b< f<1andp,q>0.Set

_ pla—aqa)
SR
(a) If p=1, then
pK(t—a)+qK(t— ) <pK(t—a)+ qK(t—0). (6)

holds for every t € [0,a] U [5,1].
(b) Additionally, if K is strictly concave, then (6) holds with strict inequality.

(¢) If u=1, then
pK(t—a)+qK(t—p) > pK(t—a)+ qK(t—0). (7)

holds for every t € [a,b].

(d) Additionally, if K is strictly concave, then (7) holds with strict inequality.

Lemma 9 (Trivial Lemma). Let f,g,h : D — R be functions on some Hausdorff topological
space D and assume that

(i) either f,g,h are all upper semicontinuous,
(ii) or f,g are extended continuous and h is locally upper bounded, but otherwise arbitrary.

Let & # A C B C D be arbitrary. Assume
ft) <g(t) forallte A.
If A C B is a compact set, then

sup(f + h) < sup(g + h) unless =-0c0 on A
A B

Proof. The straightforward proof of (i) was given in [8] as Lemma 3.2. The proof of (ii) is
similar, so we leave it to the reader. ]

The following lemma is rather similar to Lemma 4.1. of [8]. However, there are several differences,
too, in which the below version is stronger than the former version. First, here we do not assume
upper semicontinuity of the field function, which was made possible by the observation that there
is a version of the Trivial Lemma which relaxes on that condition on A (even if using a little more
assumption regarding continuity of f and g, which, on the other hand, are clearly available). Second,
we assume non-degeneracy w;+1 > w; only for indices ¢ € Z, again a delicate novelty in the current
version. Third, we drop the condition that K be monotone, an essentially necessary assumption for
the interval [0, 1], but, as is already told in the Introduction, not required in the periodic case. In
view of all these differences, as well as in regard of the slightly different setup of having only n arcs
defined by the n node points (and not n+ 1 intervals), we will present the full proof of the Lemma,
even if its basic idea and a large part of the details are repeating the former argument.
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Lemma 10 (General maximum perturbation lemma on the torus). Let n € N be
a natural number, and let vy,...,v, > 0 be given positive coefficients. Let K be a kernel function
on T, and let J be an arbitrary n-field function.

Letwe L and TUJ ={1,...,n} be a non-trivial partition, and assume that for all i € T, we
have w; < w;y1 (which holds in particular, independently of Z, if w € L).

Then, arbitrarily close to w, there exists w' € L\ {w}, essentially different from and less
degenerate than w in the sense that

wy #wy  unless {{—1,0}CT or {{—-140}CT (8)

and"
wy #wyq  unless {{—1,00+1}CT and wp=we, 9)

(in particular, if w € L then necessarily w' € L), and such that it satisfies

F(w' t) < F(w,t) for allt € I}(W') and I} (w') C I}(w) for alli € T; (10)
F(w',t) > F(w,t) for allt € I} (w) and I;(w') 2 I;(w) forallje J. (11)

As a result, we also have
m;(w') <mj(w) forie€Z and mj(w')>mi(w) forjeJ (12)

for the corresponding torus mazima.

Moreover, if K is strictly concave, then the inequalities in (10) and (11) are strict for all points
in the respective arcs where J(t) # —oo.

Furthermore, for strictly concave K the inequalities in (12) are also strict for all indices k with
non-singular I} (w), i.e., when mj(w) > —oo.

Proof. Before the main argument, we observe that the assertion in (12) is indeed a trivial
consequence of the previous inequalities (11) and (10), so we need not give a separate proof for that.
Second, the inequalities (10) and (11) follow from

f(w',t) < f(w,t) (Vte I} (w')) and I}(w')CI/(w) forallicT; (13)
fwW' t) > f(w,t) (Vt € I} (w)) and I;(w') D IF(w) forall jeJ. (14)

Moreover, strict inequalities for all points ¢ with J(t) # —oo will follow from (10) and (11) if we
can prove strict inequalities in (13) and (14) for all values of t in the said compact arcs.

Furthermore, in case we have strict inequalities in (13) and (14) for all points ¢, then for non-
singular I} (w) this entails strict inequalities also in (12) (for the corresponding k). To see this,
one may refer back to the Trivial Lemma 9 (ii) with {f, g} = {f(w,-), f(W',)}, h = J, {A,B} =
{I}(w), I} (w’)}. Here in the case when k = i € Z we need to use that the arc I (w) is not degenerate
for ¢ € Z, hence if it is nonsingular, too, then either J IF(w) = —00 and then we have the strict
inequality mf(w) > —oo = mj(w’), or J(t) > —oco at some points of I(w’), and then using this
Lemma furnishes the required strict inequality. (The other case with k = j € J is easier because
nonsingularity of I7(w) implies nonsingularity of the larger arc I’} (w'), too, and then the application
of the Lemma need not be coupled by considerations of an identically —oo field.)

So the proof hinges upon showing (8), (9), (13) and (14), for any n-field function and any kernel
function, coupled with the strict inequality assertion in (13) and (14) for all ¢ belonging to the said
compact arcs, in case K is strictly concave.

For n = 0 or n = 1 there is no nontrivial partition of the index set {1,...,n}, hence the assertion
is void and true.

"Note that here wp = wy41 excludes ¢ € 7, so only J can contain all three indices listed.
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For n = 2 there is essentially only one way to split the index set in a nontrivial way, so the
statement will be part of the following, more general setup in Case 0, which we prove directly.
Actually, the n = 2 case can be proved directly from Lemma 8, but we will need the more general
Case 0 anyway.

Case 0. We prove directly the assertion when Z, J contain no neighboring indices, so n must
be even and Z and J partition {1,...,n} into the subsets of odd and even natural numbers from
1 to n.

We can assume that Z = 2N+ 1) N {1,...,n} and J = 2NN {1,...,n} (the other case being
a simple change of the cut, i.e., starting of the listing of the cyclic ordering of nodes from one node
later) .

Note that whenever w; € J (i.e., when j is even), then we necessarily have j —1,j+1 € Z, and
Wi—1 < Wy < Wit1 < Wj42.

Denote § := min;ez |17 (w)|, (where |If(w)]| is the length of the arc [w;, w;+1]) which is positive
by condition.

Our new perturbed node system w’ will be, with an arbitrary 0 < h < %5/ max{vy,...,V,}, the
System
1
w = (w),...,w) with w):=w,—(-1)'=h, £=1,2,...,n. (15)
Uy

The definition guarantees, that w, = wy happens for no index ¢, furnishing (8).

It is easy to see that by the choice of the perturbation lengths, no two consecutive nodes will
change ordering or reach each other: for j € J wj,w;4+1 are changed to become farther away, while
for ¢ € 7 w;, w;+1 are moved closer, but only by v;h + v;11h < § < w;y1 — w;. It follows that the
ordering of nodes remains in L. (In a minute we will see that, moreover, there remains no degenerate
arc, so w' € L\ {w}.)

Obviously, I3 (w’) D I7(w) holds for all j € J, and I (w') C I;(w) holds for all i € Z, with the
inclusions strict, furnishing the second parts of (10) and (11) (matching the second parts of (13)
and (14), too). In particular, even if I;(w) may be degenerate for some j € 7, i.e., for some even j,
the jth arc of the perturbed system will not be such: w;» <wj Swjp < w;'+1 for any even j € J.
We get w' € L, entailing (9).

Take now an even indexed arc I}, (W) = [way, wag41], so 2k € J. (When 2k = n, then we must
read 2k+1=n+1=1, i.e. wop+1 = wy.) Our perturbation of nodes in (15) can now be grouped as
pairs of changing nodes wop_1,wop among wy, . . . wak, and then again among way1 1, . . . , Wy, recalling
that n is even. Now, the pairs are always changed so that the arcs in between shrink, and shrink
exactly as is described in Lemma 8. We apply this lemma for each pair of such nodes with the
choices

/ /
a=wy 1, b=wy, aoa=wy_1, B=wy, p=rvy_-1, q=Vy.

This gives that for each such pair of changes, for t outside of the enclosed arc (wap—1,wae) = I5,_1(W)
we have
Vo1 K (t — wyy_ 1) + voeK (t — why) > voy 1 K (t — wap—1) + var K (t — way). (16)

Note that I3, (w), hence any t € I3, (w), is always outside of the arcs I, ,(w), therefore (16) holds
for the given, fixed t € I, (w) and for all £. So we find

n/2
Fw,t) = (voe1 K (t — wae_1) + var K (t — way))
/=1
n/2
<Y (a1 K (8 — why ) + v K (t — why)) = f(W,1).
/=1

Furthermore, all the appearing inequalities are strict in case K 1is strictly concave. We have
proved (14), even with strict inequality under appropriate assumptions.
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The proof of (13) runs analogously by grouping the change of nodes as a change of pairs
Waop, wopyy for £ = 1,...,n/2, writing Wo(n/2)+1 = Wnt1 = W1 according to periodicity. For these
arcs 2¢ € J and the arcs are getting larger after the perturbation, so outside these enlarged arcs—
that is, for all points which belong to any Ij, ,(w’) for some fixed k-the changed value f(w’,t)
will not exceed (and in case of strict concavity, will be strictly smaller than) f(w,¢). This means a
nonincreasing (decreasing) change for all I(w’), entailing (13) together with the respective strict
inequality statement.

The proof of Case 0 is thus completed.

Therefore, we have also the case n = 2 proved. From here we continue our argumentation by
induction. Let now n > 2 and assume, as inductive hypothesis, the validity of the assertions for all
n* <n:=n— 1 and for any choice of kernel- and n*-field functions.

In view of Case 0 above, there remains the case when there are neighboring indices k — 1,k
belonging to the same index set Z or J. In view of the cyclic ordering and to avoid indexing
complications, assume that we also have 1 < k < n, which is a possibility for any n at least 3. We
separate two cases.

Case 1. Assume first that w1 < wg < wg1 holds.

Then we consider the kernel function K := K, and the 7i-field function J := v}, K (- — wy,) (which
is indeed an m-field function because it attains —oo only at most at one point, namely wy, in case K
is singular.)

Correspondingly, now the sum of translates function F is formed by using n = n — 1 translates

with coefficients vy, ..., vk—1, Vgt1,- ..,V and with respect to the node system
W= (W1, W2y« oy W1, W1y« - -5 Wp)-
Formally, the indices change: wy = wy for £ =1,...k — 1, but wy = wyy1 for £ =k,...,n — 1, the

kth coordinate being left out.

We apply the same change of indices in the partition: & is dropped out (but the corresponding
index set Z or J will not become empty, for it contains k — 1); and then shift indices one left for
£ > k: so

IT:={ielT:i<k}U{i—1:ieZ,i>k}and
T={jed:j<klu{j—-1:5€J,j>k}.

Observe that F(w,t) = f(w,t) for all t € T, while

W) =T (w)UIw), if (=k-1,
17, (W), if 0> k.

(Here we make a little use of the choice that 1 < k < n, so we need not bother too much with the
cyclic renumbering etc.)

Note that I} (W) = [w;, w;41] is still nondegenerate whenever i € T, for the arc is either a former
arc belonging to some i € Z, or the union of two such arcs. Also, ordering of nodes is kept intact,
sow eI (where ™ and T denote the cyclic simplices of the corresponding dimension).

Now we apply the inductive hypothesis for the new configuration. This yields a perturbed node

system w’ € Ing \{W} arbitrarily close to w, with the asserted properties. It is important that here

the ordering of the nodes remain the order fixed in L( ")
d of wy from {wy_1,wky1}, then the n-term node system w’; obtained by keeping the nodes from
w’ and inserting back wy to the kth place (and shifting the following indices by one) will again be

, so if w’ was closer to w than the distance

ordered as w was, i.e., w € ™ (and of course # w, as already W' # w). Moreover, w) = wy, is
still not equal to any of the nodes wj,_,wj,_,, because distr»(w', w) < 0.
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We now set to prove (8). First, if for some ¢ < k we have wj, = wy, then w, =: w}, = w; =: Wy,
and then by the inductive hypothesis {¢ — 1,¢} € Z or J. This gives (8) in case £ < k, because
below k the partition sets Z and 7 (and J and J , respectively), consist of the same indices.

Take now some ¢ > k with wj = wy. Then wj_, =: wj, = wy =: wy—y and {{ —2,{ — 1} C 7 or
J by the inductive hypothesis. If it was ¢ > k + 1, too, then this means {¢ — 1,/} C Z or J, that
is, (8).

If, however, £ = k+ 1, then £ — 2 = k — 1 and £ — 1 = k, and by construction we get that
{k—1,k+1} C Z or J. Given that we already have from the outset that k belongs to the same
index set as k — 1, this altogether gives {k—1,k,k+1} C Z or J, which is more than needed for (8).

Finally, if £ = k, then w) = wy, by construction, but then we had by assumption that k£ — 1 and
k belonged to the same set Z or 7, so that (8) is satisfied.

Consider now the assertions of (9). As above, there is no problem with respective index sets all
remaining the same or all being shifted by one, i.e., if either £ < k — 1 or if £ > k + 1.

Recall that we assumed wp_; < wg < wgy1 at the outset, and chose the perturbation small
enough to keep this strict ordering. Therefore, wy,_; = wj, and wj, = wj ., are excluded, and only
the case of £ = k41 and wj_ ; = wj_ , remains to be dealt with. Now, w, =: w}, = wj_ o 1= Wy 4,
so{k—1,k,k+1} C J and Wy, := Wy according to the inductive hypothesis. The latter means
Wk41 = Wk, while for the indices we obtain {k — 1,k + 1,k + 2} C J. But k — 1 and k belong
to the same index set, so that also k must belong to 7, and therefore {k — 1,k,k + 1,k +2} C J,
entailing (9).

Using that k—1 and k belong to the same index set Z or 7, it is easy to check that I (w") C If(w)
for all i € 7 is equivalent to I*(w') C I*(w) for all i € Z, and IX(w') 2 I7(w) for all j € J is
equivalent to I*(w') O I7(w) for all j € J. Further, the assertions (10), (11) from the inductive
hypotheses lead to the assertions (13), (14) for the original case. Therefore, by the preliminary
observations also (10), (11) follow. Moreover, the assertion regarding strict inequalities for all ¢ in
case of a strictly concave K follow from the respective strict inequalities for the inductive hypotheses,
noting that I} _,(w) = I}_;(w)UI}(w) can handle the necessary inequalities for both indices k —1
and k, because these belong to the same index set Z or 7, and hence invoke inequalities in the same
direction.

Case 2. Consider now the case when some of the partition sets Z, J contain some neighboring
indices k — 1, k, such that wg_1 = wy or wr = wg41 holds, too. Then this index set cannot be Z,
for indices in Z the respective arcs were supposed to be nondegenerate. So, k — 1,k € J.

Repeating the above argument in Case 1 then works. Let us detail, why.

The main point where we needed that wy_; < wi < wgs1 was where we wanted to see that the
new node system W', provided by the induction hypothesis, not only preserves cyclic ordering of
nodes from w, but even with re-inserting wy, and thus manufacturing w’ will still result in a point

belonging to f(n) .

Observe that the inductive hypothesis, in view of k — 1,k € J, furnishes that I}}_,(w) is subject
to growth, so it will still contain the point wy, that is, w)_, = W) _; < Wr—1 = wp—1 < wy, <
Why1 =: Wy < Wy, =: wy_ ;. It follows immediately that we will thus have w' € L at least.

Moreover, as above, equality of other perturbed and original nodes wj, and wy (¢ # k) can occur
only when they occurred also in w, hence in w, too. Checking the arising conditions for the indices
can be done mutatis mutandis the above case, proving (8), on noting that for £ = k we already have
k—1,k € J by assumption.

To prove (9), assume now the identity w, = w) +1- Again, we separate cases according to the size
of £ and start with the case £ < k — 1. This implies wj =: wy = wj_, := W), ;, hence also W, = W41
and / — 1,0, 0+ 1 € J in view of the inductive hypothesis, so wy = wpy1 and £ — 1,0, 0 +1 € J,
too. Similarly, if £ > k then the identity wj = wy,, implies wy_;, =: wjy = wy,, := Wy, hence also

Wy_1 =wgand £—2,0—1,0 € J in view of the inductive hypothesis, so wy = wy4q and if £ > k41,
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then £ — 1,0,/ 4+ 1 € J, too, while if £ = k + 1, then we get only k — 1,k + 1,k + 2 € J, but then
again we remind to k € J and get {k — 1,k,k+ 1,k + 2} C J, proving (9).

It remains to deal with £ = k—1 and ¢ = k, which did not occur in Case 1 above. Now, / =k —1
means that we have the identity wj_, = wj. Since k — 1,k € J by assumption, we also have

k—1¢€¢ j, hence I} (W) cannot shrink, and therefore w)_; < wy_;. Moreover, if we had strict
inequality here, then we would have to have wj_, := W},_; < W1 = w_1 < wy =: wy, although
we supposed the contrary now. So, we must have wj_, = w;_1, the inductive hypothesis applies,
and we derive that both £ — 2 and k& — 1 belong to the same index set — that is, because of k — 1,
to J. However, we already know by assumption also k € 7, so altogether {k — 2,k — 1,k} C J, as
needed.

The case £ = k is similar. If wj, = wj_, then taking into account that I;_,(W) cannot shrink
(ask—1¢€ j) we must have wj_ | 1= W), > Wy = Wg41 > wy = wj, entailing that all inequalities
are in fact equalities, and in particular both wi41 = wy and W), = wy. Referring to the inductive
hypothesis this furnishes k& — 1,k € j, that is, k — 1,k + 1 € J, whilst £ € J by the original
condition, altogether yielding {k — 1,k,k+ 1} C J, as needed.

So, we proved (8) and (9) for this case, too. The proof for the remaining inequalities and strictness
of them in case of a strictly concave kernel is identical to the argument in Case 1.

We thus conclude the proof of Case 2, whence the whole Lemma. O

Remark 11. Although the formulation of the Lemma is a bit complicated, one may note that
assuming w; < w;4+1 for all ¢ € T is absolutely natural and minimal. Natural, because if we want
to decrease the arcs I} (w) for all i € Z, then these arcs must shrink, hence we cannot perform this
change when they are already degenerate one point intervals. Minimal, because we do not assume
similar conditions for any I ;‘ (w) with j € J, so even the less that w € L.

Remark 12. If we had w € L from the outset, then we will as well have w’ € L.

Corollary 13. If we only want respective inequalities for the m7, without requiring strict
inclusions regarding the underlying intervals, then we can apply a further perturbation, now leading
to w” € L (the point being that with different endpoint nodes !) and still satisfying the required
strict inequalities between the m7, provided that we had strict inequalities (so, e.g., K was strictly
concave) and provided the m} change continuously.

*

7 1s satisfied if K is singular or if J is

Note that this latter condition of continuity of the m
continuous, see Proposition 6 (a) and (c).

5. Minimax and maximin theorems

5.1. Minimax for strictly concave kernels

The following theorem contains, as a rather special case with the choice of the log-sine kernel
K(t) := log|sin(nt)|, the above stated Theorem 1.

Theorem 14. Let n € N and vq,...,v, > 0, let K be a singular, strictly concave periodic
kernel function, and let J be an arbitrary periodic n-field function.

Then there exists a minimaz point w on L, it belongs to the open “cyclic simplex” L, and it is
an equioscillation point.

Proof. We already know that 72" is continuous, thus it attains its infimum at a minimum
point (where, in view of m* : T" — R, a finite minimax value is attained).

Now assume for a contradiction that the obtained minimax node system w is not an
equioscillating system. Then there are indices with m}(w) = m*(w), but not all indices are such.
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So, take T :={i : mj(w) =m"(w)} and J :={1,2,....,n}\T = {j : mj(w) <m"(w)}. These
index sets will define a nontrivial partition of the full set of indices from 1 to n.

In order to apply the Perturbation Lemma we will need that for ¢ € Z the endpoint nodes are
different: w; < w;41. Given that m}(w) = m*(w), this is certainly so in case K is singular, for then
my(w) = —oo < m*(w) for any degenerate arc I;(w). Let us now apply Lemma 10, which results
in a new node system w’, admitting the same cyclic ordering and lying arbitrarily close to w, and
with m;(w') < m*(w) for all i € Z. On the other hand, the m}(w’) may exceed mj(w) for j € J,
but only by arbitrarily little, because w’ is sufficiently close to w and the m}’s are continuous on L
in view of the singularity of K, see Proposition 6 (a). So, in all, we will have mj(w’) < m*(w) for

all k=1,...,n, hence m*(w') < m*(w), contradicting to minimality of w.
Noting that an equioscillation node system is necessarily nondegenerate for singular kernels, we
conclude the proof. O

5.2. Maximin for strictly concave kernels

Theorem 15. Let n € N and vy,...,v, > 0, let K be a singular, strictly concave periodic
kernel function, and let J be an arbitrary periodic n-field function.

Then there exists a mazximin point z on L, it belongs to the open “cyclic simplex” L, and it is
an equioscillation point.

Proof. Again, as all the m} are continuous, so is their minimum. The maximum of that
minimum is finite, because there are points with all mj finite: e.g., take the above found minimax
point w. Given that K is assumed to be singular, that gives that such a point with m*(z) > —oo
cannot be degenerate, i.e., z € L. Also, by continuity of the m} and hence of m*, there exists a
maximin point z € L.

Assume for a contradiction that this point is not an equioscillation point. Consider 7 :=
{i: mi(z) >m*(z)} and J :={1,...,n} \Z = {j: mj(z) = m"(z)}. This is a nontrivial partition
of the index set {1,...,n}, while z € L, hence the Perturbation Lemma 10 can be applied, and we
are led to a new system z’ € L, with m}(z') > m}(z) = m*(z) for all j € J. However, we also have
mi(z') > m}(z) —e > m*(z) for all i € Z, if € was chosen small enough and z’ close enough to z,
because m} is continuous. So, in all, we find m*(z") > m*(z), and z could not be a maximin point.

The obtained contradiction proves the assertion. O

5.3. Extension to concave kernel functions

To extend Theorem 14 to general concave kernels, we apply limiting arguments similar to [10,
p. 18].

Theorem 16. Let n € N and vq,...,v, > 0, let K be a singular periodic kernel function, and
let J be an arbitrary periodic n-field function.

Then there exists a minimaz point w* on L, it belongs to the open “cyclic simplex” L, and it is
an equioscillation point.

Proof. Let K be a singular, 1-periodic kernel function which is not necessarily strictly concave.
Let K (t) := K(t) + n|sin7t| where n > 0. Then K™ is a strictly concave kernel function,
which is also singular and 1-periodic. We will denote the corresponding maximum functions and
minimax quantity by mj (n,y), m*(n,y), and M*(n, L). Taking into account that K converges to
K uniformly, we find the same for F'(n,-) \, ' and hence even m*(n,y) \, m*(y) uniformly. Hence
M*(n, L) \y M*(L), too.

Let e(n) € L be a node system such that m*(n,e(n)) = M*(n, L). By Theorem 14, e(n) € L
and it is an equioscillating node system: m3(n,e(n)) = ... = m%(n,e(n)). Since L is compact, there
exists 7 \, 0 such that e(n;) — e for some e € L as k — oo.
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Then m*(e) = M*(L). Indeed, m*(e) > M*(L) and for the other direction, let a > M*(L).

Then for all sufficiently large k we have a > M*(n, L), so we can conclude

a> M*(ng, L) =m" (g, e(nk)) > m"(e(nx))

where we used m*(n,:) > m*(-). Letting k¥ — oo we conclude, by the continuity of m* and by
e(nk) — e, that a > m*(e) and M*(L) > m*(e) follows. The claim is proved.

Next we claim that e is an equioscillation point. Indeed, assume for a contradiction that for
some j € {1,...,n} we have mj(e) < m"(e). Then there is ko € N such that m}(n,,e) < m*(e).
Since mj (n)k,, -) is continuous (the kernel functions are singular; see Proposition 6 (a)), there is § > 0
such that for every y € L with distra(y,e) < § one has m; (MK, y) < T (e), too.

There is ng € N such that for every k > ng we have distt» (e(nx),e) < 6. So for k > max{ko,no}
we can write

mj (e, €(nk)) < mj(nky, €(nk)) <m*(e) = M*(L) <m*(e(nr)) <" (nk,e(nr))-

This is a contradiction, since m (ng, e(ng)) = m*(nk, e(nx)) for each i € {1,...,n}.

Therefore, e is necessarily an equioscillation point. As such, it cannot have any degenerate
subarcs, for any degenerate subarc I} (e) = {e;} would yield a singular value mj (y) = —oo according
to the singularity of K. Hence e € L.

Choosing w* := e concludes the proof. O

Now we extend Theorem 15 to general concave kernels, but this time we approximate the kernel
from below.

Theorem 17. Letn € N and vq,...,v, > 0, let K be a singular periodic kernel function, and
let J be an arbitrary periodic n-field function.

Then there exists a mazximin point z* on L, it belongs to the open “cyclic simplex” L, and it is
an equioscillation point.

Proof. Let K be a singular, 1-periodic kernel function which is not necessarily strictly
concave. Let K (t) := K(t) + n(|sinnt| — 1) where n > 0. Then K™ is a strictly concave
kernel function, which is also singular and 1-periodic and KM 2 K as n \, 0, moreover this
convergence is uniform. Again, we denote the corresponding maximum functions and maximin
quantity by m;»(n,y), m*(n,y) and m*(n,L). Due to the uniform convergence of K’s, we also

have m*(n,y) / m*(y) uniformly, in the extended sense. Therefore m*(n, L) ,”* m*(L), too.

Let e(n) € L be a node system such that m*(n,e(n)) = m*(n,L). By Theorem 15, e(n) € L
and it is an equioscillating node system: m3(n,e(n)) = ... = m%(n,e(n)). Since L is compact, there
exists 7 \, 0 such that e(n;) — e for some e € L as k — oo.

Then m*(e) = m*(L). Indeed, m*(e) < m*(L) and for the other direction, let b < m*(L). Then

for all sufficiently large k we have b < m*(ny, L), so we can conclude

b <m*(m, L) = m" (nk, e(ne)) < m*(e(m))

where we used m*(n,-) < m*(-). Letting & — oo we conclude, by the extended continuity of m* and
by e(n) — e, that b < m*(e) and m*(L) < m*(e) follows. The claim is proved.

Next we claim that e is an equioscillation point. Assume for a contradiction that for some
j €{1,...,n} we have mj(e) > m*(e). Then there is ko € N such that mJ(nx,,e) > m*(e). Since
™M (MK, +) is continuous (the kernel functions are singular; see Proposition 6 (a)), there is 6 > 0 such
that for every y € L with distr«(y,e) < § one has m3(Nky,y) > m*(e), too.

There is ng € N such that for every k > ng we have distr» (e(nx),e) < 8. So for k > max{ko,no}
we can write

m (g, €(nk)) = mj kg, €(k)) > m*(e) = m*(L) > m*(e(nk)) = m* (nk, e(n))-
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This is a contradiction, since m (ng, e(nx)) = m*(n, e(nx)) for each i € {1,...,n}.

Finally, if e is an equioscillating node system and K is singular, then necessarily e € L, as
before.

So we proved that there is a node system z* := e, z* € L for which m*(z*) = m*(L) and z* is
an equiocillating node system. O

5.4. A counterexample for nonsingular kernels

Example 18. If K is not a singular kernel, then there can be no equioscillation, and no maximin
node systems. Moreover, all node systems can be solutions of the minimax problem.

Let K =0, and J(1/¢) :==1—1/¢ (¢ € N), and J(t) := 0 otherwise. Let n := 2. Then there is
no equioscillation. We consider the following cases. If y; = yo = 0, then mj(y) = 0 and mi(y) = 1.
Ify1 =0,0 < y2 <1, then mi(y) =1 and mi(y) =1—1/|1/y2). If y1 > 0 and y2 < 1, then
mi(y) =1—1/|1/y1| and mi(y) = 1. It is easy to see that there is no equioscillating node system.
To verify the assertions about minimax node systems, note that m*(y) = max(m{(y),mj(y)) =1
hence every node system is a node system with the minimax value. By considering node systems

y = (0,1/n), we get that m*(L) = 1, but there is no node system with m*(y) = 1.

6. A partial homeomorphism result

In our earlier papers [6;8;9] on the subject, an outstanding role was played by a new finding,
not seen in earlier works of Bojanov [3] and Fenton [11]. We established, that in case of singular
and strictly concave kernels a certain homeomorphism exists between admissible node systems
and differences of the interval or arc maxima. Since the differences all being zero is equivalent to
equioscillation, such a result immediately gives the existence and uniqueness of an equioscillating
node system. This entails that proving e.g. that the minimax point is an equioscillating system
can be strengthened to say that this equioscillation property characterizes the minimax node
system. Similarly, if we further prove that a maximin node system is necessarily equioscillating,
then it follows that the minimax equals to the maximin, and is attained at that unique point of
equioscillation. Furthermore, from the homeomorphism result further consequences could be proved,
most importantly about the intertwining of m;, see [8].

Above we have proved that minimax and maximin node systems exist and that they are
necessarily equioscillating node systems. Therefore it is most natural to try to complete the
picture by a corresponding homeomorphism theorem. In fact, even for the torus setup such a
homeomorphism theorem was already proved in [6], when there were no weights allowed, and where
we assumed a few technical assumptions, too. In our present notation Corollary 9.3 of [6] runs as
follows.

Theorem 19. Suppose that for each j =0, ...,n the kernel K; belongs to C?(0,1) with KJ’-’ <0
and satisfies (00). Let S :={y € T": 0 < y1 < -+ < yn, < 1 be the open simplex, while yo is
understood as fixed at yo = 0.

Then the difference mapping ®(y) = (mi(y) — m§(y),....,m;(y) — m;_1(y)) is a homeo-
morphism of S onto R™.

Observe that here the n + 1 “to be translated” kernels admit a symmetry: if we rotate a node
systemy := (Y0,%1,...,yn) € T" by say t € T, then for the new system y; := (yo+t, y1+t, ..., Yn+
t) € T+ we get exactly the same vector of arc maxima m*(y;) := (mg(y¢), mi(yt), ..., m%(y:)) €
R™*1 hence in particular also the differences of these maxima remain the same as before. Therefore
it was natural to select one copy of these identical systems by fixing the value of yg—also this was
the only way the repetitions could be discarded and a homeomorphism could hold.
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In our current settings, however, there is an outer field J, too. Once the weight, i.e., the field
is not constant, we no longer have this rotational symmetry. The situation can be compared to the
previous case regarding Ky(-—yp) not as a kernel with fixed yg, but just as an outer field. Theorem 19
just says that we have a homeomorphism if the field is strictly concave and singular, and all the
kernels satisfy the extra assumptions on differentiability etc. However, in this interpretation one
thing constitutes a major difference: if we take only the n element node systems (y1,...,y,) € T"
accompanied by a field (like e.g. J := Ky(- — yo)), then there will be only n arcs, determined
by the nodes, so that the arc Li((y1,...,Yn)) = [Yn,y1] will be the union of the former two arcs
INy) = [yn,yo] and I§(y) = [yo,y1]. Similarly, the maximums will form an n-dimensional vector
with mJ (y1,...,yn) becoming the maximum of the former two maxima m}(y) and mf(y). The
maximum differences then form an n — 1-dimensional manifold, and we can no longer hope for a
homeomorphism from the domain of our n-dimensional node systems to this manifold of differences.

To cure this, we may consider Ko(- — yo) both a fixed kernel and also a field (say writing

~ 1 1
Ky = §KO and J := §KO(- —yo)). Then the result of Theorem 19 will refer to the original n + 1

arc maximums and their n differences, with a valid homeomorphism result.

With this in mind, we prove that an analogous “partial” homeomorphism theorem remains in
effect even if there is an arbitrary weight, i.e., field. In addition, we will surpass all the other technical
conditions of Theorem 19 by the more advanced technology we have developed in [9], capable of
handling even non-differentiable kernels. Instead of repeating the technical steps of that proof in
the torus context, we directly reduce the statement to results of |9]. In fact there we have made a
substantial effort to formulate and prove results which can potentially be used even in the periodic
case—and that investment brings a profit here enabling us to refer back to them. Actually, we will
use the following, proved for the case of the interval setup as Theorem 18 in [9].

Theorem 20. Let Ki,...,K, be strictly concave, singular kernel functions fulfilling

condition (PMy) and let J be a field function satisfying either J(0) = limyoJ(t) = —oo or
J(1) = limyy J(t) = —oo (or both).
Then the difference function ®(x) = (mq(x) — mo(x), ..., My(x) — Mp_1(x)) is a locally bi-

Lipschitz homeomorphism between Y := {(z1,...,2n) € Sp1y: mx(x) > —oo (k= 0,1,...,n)} C
[0,1]™ and R™.

Note that here the ordering of nodes is fixed according to the simplex E[Oﬂ; and given the
singularity condition, all degenerate node systems contain a degenerate arc with my(x) = —o0, so
in fact the admissible set Y C §[071}7 too. Also note that a non-admissible node system from 5[071} \Y
can never be an equioscillating node system, for m(x) > —oo excludes equioscillation at the —oo
level. Thus in particular this entails existence and unicity of an equioscillating node system.

Theorem 21. Letn € N, let Ko, K1, ..., K, be n+1 strictly concave 1-periodic kernel functions
and let J be a 1-periodic, otherwise arbitrary n + 1-field function.

For any value a € T denote Y* = Y*(a) := {y = (yo,y1,---,yn) € L C T": yy =
a, mp(y) > —oo (k= 0,1,...,n)}.

Then the difference function ®*(y) = (mi(y) — m§(y),...,ms(y) — mi_1(y)) is a locally bi-
Lipschitz homeomorphism between Y*(a) and R™.

In particular, for each fixed value yy = a there exists one unique equioscillating node system of

the form y(a) = (a,y1(a),...yn(a)) € L.

Proof. First we introduce a new field function J* := J 4+ Ky(- — a). Obviously J* will then be
a 1-periodic upper bounded function which is nonsingular at more than n points mod 1 (while one
finite value, if J(a) was finite, could be “killed” by Ky(-—a)). So, J* is an n-field function, and in view
of the singularity condition on K it also satisfies the extra singularity equation lim;_,, J*(¢) = —o0.
Interpreting the K; and J* as defined on the torus, we now transfer them to the interval [0, 1]

via the covering mapping 7,. We put J(r) := J*(m(r)), which then becomes an n-field function
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on [0, 1] satisfying lim,. o J= lim,4q J = —o0. Also we put k\;(r) = Kj(mq(r)—a)forallj=1,...,n.
Obviously these are singular kernel functions, Which are strictly concave, too.

We apply the above Theorem 20 to this new system. Let us see what are the arising node systems
x € Y. First, x € S transfers to the cyclic ordering a < m4(21) < ... < Ta(z,), so that writing
Y = (Y0, Y1,---,Yn) With yo := a and y; := m.(z;) (j = 1,...,n), the ordering condition becomes
y € L.

Second, the non-singularity conditions for x € Y translate to those for y € Y*(a), because

7ot I(x) <> I} (y) and

F(x,r) = J(r)+ Y Ki(r —ap) = J(t) + Ko(t —a) + > K;(t —yy) (= 7a(r))
k=1 k=1

makes a one-to-one correspondence between sum of translates function values on corresponding
points of any Ij(x) resp. I;(y); in particular, we find my(x) = mj(y), (¢ = 0,...,n), and an
arc I} (y) will be singular if and only if the corresponding interval I;(x) was.

So we have seen that when y runs Y*(a) then x runs Y, and the correspondence is one-to-
one. Moreover, degenerate points do not satisfy the nonsingularity condition, hence Y C Sjp ;) and
Y*(a) C L. This means that between node systems x and y, the mapping 7, and even its inverse
L acts continuously, given that 7, ! is applied only to 1, ...,y off a.

Summing up, ®*(y) = ®(7; !(y)), and even this composition mapping is continuous, moreover,
it maps one-to-one to R™. Obviously its inverse ®~! o 7, is continuous, too, once ®~! was, so the
mapping is a homeomorphism between Y*(a) and R™. We also get the bi-Lipschitz property from
that of ®.

Finally, uniqueness of an equioscillating node system with given fixed 19 = a follows from the
homeomorphism result for Y*(a) (where we get exactly one system with all differences zero), and
from the fact that outside Y*(a) all node systems provide some singular value mj(y) = —oo, while
equioscillation cannot take place on that level, for m*(y) € R, always.

Having proved the above, we may try to progress towards a Bojanov-type characteristaion
result. We already know that for the global minimax point there is equioscillation; and we now
established that for each fixed value of yg there is exactly one equioscillating node system. So,
writing ¢(a) = (a,y1(a),...,yn(a)) for this unique equioscillation point with yo = a, it suffices to
look for the global minimum of u(a) := m*(¢(a)) over a € T. The question is if these equioscillation
values are always the same — as we have seen in [6] when J = 0 — or if p(a) is non-constant. Unicity
of equioscillating node systems cannot hold (there is one for each fixed value a of the first coordinate
Yo), but one may hope for unicity of the equioscillation value.

In Section 7, however, we will see that even this modified hope is deluded.

Ta

7. Counterexamples — equioscillation does not characterize minimax or
maximin, majorization occurs, minimax can be smaller than maximin

Bojanov’s Theorem [3| in the classical algebraic polynomial setting included an important
characterization statement, too: the extremal minimax system was characterized by the
equioscillation property. That is, there was exactly one equioscillating node system, which was
necessarily the minimax point.

Fenton’s classical theorem added another statement to the theory (in his context): he also proved
that the unique maximin point equals to the (unique) minimax point (and hence the maximin and
minimax values are equal, too).

In the weighted algebraic setting we proved similarly strong results in [8]. Also, we found the same
for the unweighted trigonometric setting in [6], save the trivial free rotation (which was discarded
by indexing from 0 and fixing the value of yg in T).
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In this section we explore examples which show that we cannot expect as many results as for
the interval case or for the torus without weights. Basically, we will show that m*(L) > M*(L) does
occur.

Our examples will use a singular kernel, so by our above results minimax and maximin points
exist, moreover, they are equioscillation points. Therefore, the examples also mean that there
are different equioscillation values, hence strict majorization occurs even between equioscillating
node systems. Furthermore, we will choose the kernel to be the standard log-sine kernel K(t) :=
log | sin(7t)|. This means that even for the classical trigonometric polynomial case one cannot expect
any better results for general weights.

7.1. A counterexample with majorization

Example 22. Set K(t) := log|sin(nt)|, n =2, v; =ve =1, and J(t) =0 on {0} U[1/2,1) and
J(t) = —o0 on (0,1/2).

Then, the minimax and maximin values on the “cyclic simplex” L are m*(L) = —2log(2),
M*(L) = —log(2), respectively.

Moreover, for any A € [—2log(2), —log(2)] there is an equioscillating node system y € L with
A=mi(y) =...=m(y).

In the following we will determine all equioscillation values.

We are to minimize m*(y) (and maximize m*(y)) on y € T2. By relabeling, if necessary, we can
assume y = (y1,y2) with 0 <y <o < 1.

First, we make the following simple observations about the behavior of the pure sum of translates

function. From the evenness of K it follows that f(y,-) behaves symmetrically on the two intervals
Y1+ Y2

before and after the midpoint on I (y) ~ [y1,y2], and similarly for the other arc I5(y). In

particular, f(y,-) is strictly monotone increasing on (yl, it y2> and decreasing on (yl + Y2 , y2>.

2 2
1 1
YLty —1—5) and strictly decreasing on <y1 + Y2

+=, 1—|—y1> .
Moreover, f is maximal on I;(y) at the midpoint, and if the length of this interval is ¢ :2: |Li(y)l,
the length of the arc I;(y), then its value is 2K (¢/2). As for F(y,-), it follows that on any of the
arcs I} (y) it attains its maximum on the point(s) of the arc which have J(t) = 0 and are closest to
the midpoint among those. Also note that among the two midpoints, which are exactly of distance

1/2, only one can belong to the singular set X; = (0,1/2).

Similarly, it is strictly increasing on (yg,

In the following we use the variables x = y1+¥ys, 2 = y2—y1, by which we can express y; = * ; Z,
T+ z
Y2 = 5
Note that we cannot have 0 < y; < yo < 1/2, for then mj(y) = —oo, which cannot be an

equioscillation value, given that m*(y) > —oo. Thus y2 > 1/2, and we have x > y2 > 1/2, too.

So, let the first case be 1/2 < x < 1. Then, the midpoint /2 of the arc I (y) lies in [1/4,1/2),
which is in the singular set (0,1/2), hence the maximum will be attained at the closest nonsingular
point of the arc, which is 1/2. That is, mj(y) = F(y,1/2) = f(y,1/2). Further, m5(y) = F(y,xz/2+
1/2) = f(y,=/2+1/2).

We will use the identity

o= 1((Z57 55 ) =t o 25%) (o 25|

= —log(2) + log | cos(mz) — cosm(2t — x)| (t € R).

(17)
With this, the equation f(y,1/2) = f(y,z/2 + 1/2) can be rewritten as

‘ cos(mz) — cosw(2% — x)‘ = ‘ cos(mz) — cosw(2(g + %) — x) ‘
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The right hand side is 1 + cos(7z). For the sign of the left hand side we observe = + z = 2y > 1,
hence 1 —x < z <z <1, so by monotonicity of cos(ms) for 0 < s < 1, we get

cos(mz) — cos7r<2% — x)‘ = cos(m(1 — x)) — cos(mz).

So we are led to the equation cosm(1 —x) — cos(mz) = cos(mz) + 1, and solving it for cos(mwz)
yields
cosm(l—z)—1

2

The condition 1 — z < z is satisfied, since cos (1 — x) > (cos (1 — ) — 1)/2 in general. By simple
steps, the condition z < x is equivalent to cos(mz) < —1/3. Soif 1/2 < x < By := arccos(—1/3) /7 ~
0.608, then z does not satisfy z < x.

The arising equioscillation value is

cos(mz) =

my (552, 552)) = Fvsa/2+1/2)
cosm(l—xz) —1

= —log(2) + log +1

= —2log(2) + log (1 - cos(wx))

for fp <z < 1.

The next case is 1 < x < 3/2. Since x + z = y1 + y2 < 2, we have 0 < z < 2 — z, too. Now
x/2 ¢ X, while /24 1/2 € X (except for x =1 and x/2+1/2 = 1), with the closest nonsingular
point from I;(y) being 1 (remaining valid even in case z = 1). Hence, mi(y) = f(y,z/2) and
mi(y) = f(y,1). Now, again by (17), f(y,x/2) = f(y,1) is equivalent to

cos(mz) — COS7T<2§ - :17)‘ = | cos(mz) —cosm(2-1— ). (18)

Here the left hand side is |cos(mz) — 1| = 1 — cos(mz). Also, 0 < z < 2 — 2 < 1, so cos(mz) >
cos (2 —x), and (18) can be written as 1 — cos(mz) = cos(mz) — cos (2 — z). Solving it for cos(nz)

we are led to
1+ cosmx

2
The condition 0 < z <2 —x < 1 on z is equivalent to 1 > cos(mz) > cos (2 — z) = cos(mx) and
hence is obviously satisfied.

The equioscillation value, again depending only on x, is found again to be

mi((F75 7)) = a2

cos(mz) =

1
= —log(2) +log |1 — H%(m:)
= —2log(2) + log (1 — cos(7x)) .

Finally, let 3/2 < 2 < 2. This means that y; > 1/2, for z = y; + y2 < y1 + 1. Then again,
mi(y) = f(y,z/2), for /2 € [1/2,1]. However, in I5(y) the closest non-singular point to the
midpoint /2 +1/2 = x/2 —1/2 mod 1 will be 1/2, and we will get m3(y) = f(y, 1/2). Therefore,
the equioscillation equation becomes f(y,x/2) = f(y,1/2) and, by (17), it is

cos(mz) — cos7r<2g - :17)‘ = ‘ cos(mz) — cosw(Z% - x) ‘

The left hand is 1 — cos(mz) and the right hand side is |cos(7z) — cos wz|. Since 3/2 < x < 2 and
z+x =2y < 2implies 0 < z < 2 — < 1/2, here both terms are nonnegative, and the equation
becomes

1 — cos(mz) = cos(mz) + cos .
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Solving it for cos(mz) we get
1 — cos(mx)
2
Again, we verify that 0 < z < 2 — z, which is equivalent to 1 > cos(mwz) > cosm(2 — z). The
second inequality is equivalent to cos(mz) < 1/3, and it holds for = € [3/2,2] if and only if z <
2 —arccos(1/3)/m =14 Py, 1 4+ Bo =~ 1.608. So z < 2 — x if and only if z € [3/2,1 + fy].
The equioscillation value is

(755 550) = )

cos(mz) =

1—
= —log(2)+log‘1— w

= —2log(2) + log (1 + cos(rz)) .

Now we can collect the obtained equioscillation values coming from all the three cases:

log(1 — cos(mz)) (Bo <x<3/2)

mi(y) = ma(y) = —2log 2+ {log(l + cos(mz)) (3/2<z <1+ pBo)

It is minimal when x = 3/2 (in this case z = 1/3) and it is maximal when x = 1 (in this case
z =1/2). The corresponding values are —2log(2) ~ —1.386 and — log(2) ~ —0.693.

Hence we get M*(L) = —2log(2) and m*(L) = —log(2).

7.2. A modified counterexample with continuous field function

In this subsection we sketch a counterexample which is a modification of the previous one, but
with a continuous field function. B

First, we set a new external field function J, and then we compute the arc maxima for the
two extremal node systems from the previous counterexample. We will find that the arc maxima
m}(y) of those two node systems will not change when we replace J for J, whence they will still be
equiocillating with the same equioscillation values —log 2 and —2log 2, respectively.

Let o > 47 be fixed and let J be 0 on [1/2,1], —at on [0,1/4) and a(t — 1/2) on [1/4,1/2);
further, let J be extended 1-periodically to R.

Regarding the x = 1, z = 1/2 maximin configuration, we have y; = 1/4, yo = 3/4. It is easy
to check that f(y,t) is strictly monotone decreasing on (0,1/4] and on [1/2,3/4) and it is strictly
monotone increasing on (1/4,1/2] and on (3/4,1]. Hence, F(y,t) = J(t) + f(y,t) is the same
monotone in these intervals. Therefore mi(y) = F(y,1/2) = F(y,1/2) = f(y,1/2) = —log(2) and

m3(y) = F(y,1) = F(y,1) = f(y,1) = —log(2).

Regarding the x = 3/2, z = 1/3 minimax configuration, we have y; = 7/12, yo = 11/12. It
is easy to check that f(y,t) is strictly monotone increasing (and concave) on (—1/12,1/2] and
f'(y,0) = 47. Adding J to it, we see that F(y,-) is strictly monotone increasing on (—1/12,0]
and strictly monotone decreasing on [0,1/4). Using the symmetry of ﬁ(y, -) with respect to 1/4,
F(y,-) is strictly monotone increasing on (1/4,1/2] and strictly monotone decreasing on [1/2,7/12).
Moreover, mj(y) = ﬁ(y,O) = ﬁ(y, 1/2) = f(y,0) = —2log(2). Computing m3(y) is simpler: for
t e Ii(y) = (7/12,11/12) C [1/2,1], F(y,t) = f(y,t) = F(y,t), and sup f(y, -) remains the same
as before. Therefore, m3(y) = F(y,3/4) = f(y,3/4) = —2log(2).

Summing up, we obtained that m*(L) < —2log(2) and M*(L)
account that J > J, hence F > F, we also know that ﬁ@*(f) >
Therefore, M*(L) = —2log(2), too.

Even if we don’t proceed to compute the exact maximin value, too, it is clear from what has
already been done that in this example m*(L) > —log(2) > M *(L) = —2log?2, hence the same

phenomenon takes place for the continuous, finite kernel J as before for the kernel J.

>
m*(L) and M*(L) > M*(L).

log(2). Also, taking into
)
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