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ON THE FRACTIONAL NEWTON METHOD WITH CAPUTO DERIVATIVES

Emine Celik, Yulong Li, Aleksey S. Telyakovskiy

Newton’s method is commonly used to solve nonlinear algebraic equations due to its quadratic rate of
convergence in the vicinity of the root. Multiple modifications of Newton’s method are known, some lead to
more stable calculations, although often at the expense of the rate of convergence. Here, derivative in Newton’s
method is replaced by Caputo fractional derivative, and the goal is to find all the roots, including complex,
of nonlinear algebraic equation starting from the same real initial guess by varying the order of fractional
derivative. This problem was analyzed by Akgiil et al (2019), here some issues with their theoretical analysis
and application of the method to the specific example are pointed out. The case of Caputo fractional derivatives
of order (0, 1] is analyzed. Akgiil et al 2019 employ Caputo fractional Taylor’s series of Odibat and Shawagfeh,
2007 for theoretical analysis. Specific issues with the paper are the following: 1) In iterative step integration
in fractional derivative is done over interval [Z,zy], where Z is the unknown root, and zj, is the approximation
of the root on the k-th iteration. 2) Expression for the derivative of fractional Taylor’s series is only valid if
derivative is evaluated over [Z,zy]. 3) Expression for the rate of convergence is not correct. 4) In theoretical
analysis, left fractional Caputo Taylor series is used, although if 2341 < Z, then right fractional Taylor series
should be used. 5) Numerical estimation of the rate of convergence gave value different from predicted by Akgiil
et al 2019. Plus, not clear over which interval integration was done to generate the numerical results.
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O gpo6HoMm merone Hourorona ¢ npousBomubivu nmo Kamyro. 9muue Henuk, FOumour JIu, Ajsek-
ceii C. TensakoBCKUIA.

Meron HproToHa 9acTO HCHOJIB3YeTCs JJIsI PellleHns] HEJIMHEWHBIX aJIreOpandecKux ypaBHEHUN, TaK KaK OH
MMeET KBaJIPATUYIHYIO CKOPOCTb CXOAUMOCTH BOJIM3u KOpHsI ypaBHeHus. CyIliecTByeT MHOTO MOIUMUKAIAN Me-
Tona HploTOHA, HEKOTOpBIE HPHUBOAAT K 0OJiee YCTONYMBBIM BBIMHCIEHUSM, XOTsI P STOM MOXKET CTPAJaTh
CKOPOCTBb cxoauMocTu. B manHOi pabore npousBojHas B MeTone HploTOHA 3aMeHeHa HeleJI0YrCIeHHOM TPOu3-
BozHoM 1o KamyTo, u 1e/1bio SIBJIsieTcsT HaXOXKEHIe BCeX KOPHEH, BKJIIOYasl KOMIIEKCHBIE, HEJIMHEHHOro aireb-
PanyvecKoro ypaBHEHUs, HaYUHAs BBIYUCJIEHHUS M3 OJHOIO M TOI'O K€ BEIIECTBEHHOI'O MPUOIMKEHUs, U3MEHSIS
TOJIKO ITOPSIZIOK HELEJIOYICIIEHHOM TPOM3BOAHON. DTa 3ama4da Oblta paccMorpena Akryn B 2019 r. 3xecs ykasa-
HBI HEJJ0YEThl TEOPETUYECKOrO aHaINu3a U MPUMEHEHUsT METOIa K KOHKPETHOMY IIPUMEDPY B YIIOMSIHYTOH pabore
Axkrys. PaccMoTpen ciiy4ail HEIeJIOUnUCIEHHBIX TPOou3BoAHbIX o Kamyro nopsaaka (0, 1]. Axrysn B pabore 2019
HCIoJib3yeT Henesounciaenubiii KamyTo psig Teitiopa B cmbiciie Oubara u [1lasarde 2007 1. KonkpeTHble Hel0-
9eThl craeLyomue: 1) BO BpeMs uTepalyii MHTErPUPOBAHKME B HEUEJOYUCICHHON NPOU3BOJHON IPOBOIUTCS IO
UHTEpPBAILY [T, Xk, TAe T — HEUM3BECTHBINH KOPEHb, a Xj — NPUOJIMKEeHNe KOPHs Ha k-il uTeparmu, 2) BbIpayKeHHe
7151 IPOM3BOIHON HENEJOYNCIEHHOTO Psifia CIPABEJINBO, TOJIBKO €CJIU IIPOU3BOAHAS BbIYUC/IEHA Ha MHTEPBAJE
[Z, ], 3) BbIparKeHue JyIsi CKOPOCTH CXOAMMOCTH HEBEPHO, 4) BO BPeMsl TEOPETUIECKOrO aHAJIN3A UCIOJIb3yeTCs
JIeBBIN Henestouncyennslit psag Teittopa B cMbicie KamyTo, xorst eciu 41 < &, TO JOJIKEH HCIIOJIB30BATHCH
npasblii psg Teitopa, 5) YuciieHHas ONEHKA CKOPOCTH CXOAUMOCTH JaJIa 3HAYEHUE, OTJINIHOE OT MOJIYyYCHHOIO B
pabore Akryn. Kpome Toro, He ICHO, II0 KAKOMY IPOMEXKYTKY IIPOU3BOJUIOCH HHTETPUPOBAHUE JJIsI IIOJLY ICHIST
YHCJIEHHBIX PE3YJIbTATOB.
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1. Introduction

In the original paper [1], Akgiil et al consider a variation of Newton’s method to solve nonlinear
algebraic equations f(x) = 0, where conventional derivative is replaced by a fractional derivative. In
addition, the convergence results based on fractional Taylor series [7] are presented. The discussers
would like to comment on authors’ results that involve Caputo fractional derivatives only. We discuss
some issues with the theoretical analysis of Newton’s method in [1].
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2. Issues with fractional Newton method

In [1], the following theorem is stated:

Theorem 1 [1, Theorem 2|. Let the continuous function f : D C R — R has fractional derivatives
of order ka, for any positive integer k and any o, 0 < « < 1, in the interval D containing the
zero T of f(x). Let us also suppose that ¢D$ f(x) is continuous and not null in Z. If the initial
approzimation xq is sufficiently close to T, then the local convergence order of the fractional Newton
method of Caputo-type

f(zx) k
cDg f(xp)’

is at least 2a, being 0 < o < 1 and the error equation 1is,

Tpy1 =z — D(a+1) =0,1,...,

I'2a+1) — (I'(a +1))2

[e7 _ 2 3a
€k+1 = (F(a+1))3 C2€k +O(€k )

Here, ¢ DS f(x) is the left Caputo fractional derivative of order 0 < o < 1:

xT

1 df(t) dt
cDgf(z) = F(l—a)a/ it @wopa V<esth
¢ a=1.

dt’

In the proof of this Theorem, the authors present the expression for ¢ DS f(z), x > a, as

« _CD%f(i‘)
cDg f(z) = Tla+1) [F(OH‘ 1)+

I'2a+1)
MNa+1)

I'Ba + 1)

Cole =)+ a3 1)

Cy(z —2)%| +O((w — 2)™),

where

_ TD(a+1) ¢DPf(@) ‘
O = TGar1) cbef@) 727

Such representation follows from fractional Taylor expansion for

_oDgf(%)
1@ =T+

(2= 2)" + Co(x — 2)* + Cy(x — 2)°°] + O((x — 2)**),

only when a = Z, where  is the sought root. The same form for ¢ DZ f(z) is used in the iterative
step of this Theorem:

f(ag)
Tpr1=a —la+1)————, k=0,1,....
i ( )CDfi‘f (@)
It implies that interval of integration in the above fractional derivative is [a, x;] = [Z, zx], where Z

is the unknown root. So, a is something else here, but z. While if a # Z, then the presented proof
of Theorem (Theorem 2 [1]) is not valid.
The discussers applied Newton’s algorithm to the first test function

fi(z) = —12.8425 — 25.62° +16.552" — 2.212% + 26.712? — 4.292 — 15.21

in [1], when Caputo derivative was evaluated with Matlab code [4] that is based on the algorithms
introduced in [2;5;6|. This code provides high-accuracy approximation for the Caputo fractional
derivatives on an interval [0, z;]. The numerical results of the discussers, given in Table 1, are rather
similar to CFN (Caputo fractional Newton) part of Table 1 [1], i.e., the value of the root Z, stopping
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Table 1. CEFN method results for fi(z) and initial estimate ¢ = —2.2 with 30 points.
Matlab code [4] was used to evaluate Caputo fractional derivative

o T [Zks1 — 2kl [f (Tt k
0.7 —0.62043 + 0.02932i 0.05864 2.99669 500
0.72 —0.59121 + 0.006091 0.01218 0.57798 500
0.74 —0.5840 + 5e-09i 9.88e-09 4.40e-07 251
0.76 —0.21706 + 0.99911i 8.86e-09 5.99¢-07 50
0.78 —0.21706 + 0.99911i 6.87¢e-09 4.32e-07 37
0.8 —0.21706 + 0.99911i 6.79¢-09 3.94e-07 32
0.82 —0.5840 + 4e-091 9.79e-09 3.18e-07 47
0.84 0.82366 + 0.247691 3.17e-09 5.21e-08 28
0.86 0.82366 + 0.24769i 3.70e-09 5.39e-08 27
0.88 0.82366 + 0.247691 8.72¢-09 1.11e-07 27
0.9 0.82366 + 0.24769i1 5.34e-09 5.75e-08 35
0.92 —2.62298 + 5e-101 3.28e-09 1.82¢-06 32
0.94 —2.62298 + 1e-9i1 6.42¢-09 2.73e-06 23
0.96 —2.62298 — 1e-91 9.85e-09 2.88e-06 18
0.98 —2.62298 — 2e-10i1 3.53e-09 5.56e-07 15

criteria |xg+1—2k|, | f(zr+1)|, and the number of iterations. The discussers believe that the fractional
Newton’s method behaves in many ways similarly to the conventional Newton’s method; various
modifications often do not change the overall convergence, see e. g., [3]. It means that if a = 0, then
the fractional Newton’s method will converge for some a’s for the first test function fi(x). This
observation is also confirmed by equation (1) that follows.

Additionally, the discussers numerically estimated the order of convergence of CEFN method for
fi(x), when o = 0.98 and a = 0. The initial guess was the same as in the original paper, zg = —2.2.
At first, the order of convergence was about 2, which is comparable to the theoretical estimate 2a.
While for the later iterations, the order of convergence was about 1. It happens since after few
iterations fractional derivative is evaluated over essentially the same interval [0, Z], and as a result
cDg f(zk) =cD§ f (). When derivative in conventional Newton’s method is replaced by a constant,
it leads to linear convergence, see e.g., [3]. The same holds for this version of Newton’s method.
In our numerical experiment, at first, z; changes substantially and convergence is quadratic, while
later, x; does not change much and the rate of convergence is linear.

Repeating the authors’ calculations, the discussers obtained the following expression for the
error term in this Theorem:

I'2a+1) — ('« +1))2
(T'(a+1))2

Chi1 = ep —€f + Caep® + O(e?). (1)
Such form of the error term does not imply that the order of the method is 2. That is, ex 11 # C’eio‘.
Although we can see that the order a is guaranteed by the error estimate, when a = z. However,
the optimal order is still unclear.

Also, for the theoretical analysis of Newton’s method the authors rely on the left Caputo
fractional Taylor series [7]:

Theorem 2 [1, Theorem 1; 7, Theorem 3]. Let us suppose that ¢ DI f(x) € C([a,b)) for j =
1,2,...,n+ 1, where a € (0, 1], then we have
(x —a)™@

B n . (nt1)a (x_a)(n-l-l)a
f(z) = ; cD,, f(a)if(ia 1) +c D, - f(S)I’((n—i- Da+1)

with a < & <z, for all x € (a,b], where ¢cD}* =¢ DY -¢ DY ---c DY (n times).
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Here, it is assumed that ¢ < £ < z, and the authors take a = z, but the Newton iterations
can lead to xpy1 < Z. Formally speaking, if ;11 < Z, then for the theoretical analysis the right
fractional Taylor series at z should be considered, see e.g., [8].

Conclusion

To summarize, the authors of [1] accomplish their goal of obtaining various roots, including
complex, of equation f(x) = 0 by varying the order a of the Caputo fractional derivative for the
same real initial guess xg. At the same time, the presented form of the Newton’s method and the
proof of convergence are not valid the way they are stated, and should be re-expolored in the future.
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